Chapter 11:  Testing a Claim

Chapter 11:  Testing a Claim
Objectives:  Students will:

Explain the logic of significance testing.

List and explain the differences between a null hypothesis and an alternative hypothesis.

Discuss the meaning of statistical significance.

Use the Inference Toolbox to conduct a large sample test for a population mean.

Compare two-sided significance tests and confidence intervals when doing inference.


Differentiate between statistical and practical “significance.”


Explain, and distinguish between, two types of errors in hypothesis testing.


Define and discuss the power of a test.
AP Outline Fit:
IV. Statistical Inference: Estimating population parameters and testing hypotheses (30%–40%)
B. Tests of significance

1. Logic of significance testing, null and alternative hypotheses; P-values; one- and two-sided tests; concepts of Type I and Type II errors; concept of power

4. Test for a mean (large sample -- ( known)
What you will learn:

A. Significance Tests for µ (( known)

1. State the null and alternative hypotheses in a testing situation when the parameter in question is a population mean µ.

2. Explain in nontechnical language the meaning of the P-value when you are given the numerical value of P for a test.

3. Calculate the one-sample z-statistic and the P-value for both one-sided and two-sided tests about the mean µ of a Normal population.

4. Assess statistical significance at standard levels α by comparing P to α.

5. Recognize that significance testing does not measure the size or importance of an effect.

6. Recognize when you can use the z test and when the data collection design or a small sample from a skewed population makes it inappropriate.

7. Explain Type I error, Type II error, and power in a significance-testing problem.

Section 11.1:  Significance Tests: The Basics
Knowledge Objectives:  Students will:

Explain why significance testing looks for evidence against a claim rather than in favor of the claim.

Define null hypothesis and alternative hypothesis.

Define P-value.

Define significance level.

Define statistical significance (statistical significance at level α).
Construction Objectives:  Students will be able to:

Explain the difference between a one-sided hypothesis and a two-sided hypothesis.

Identify the three conditions that need to be present before doing a significance test for a mean.


Explain what is meant by a test statistic. Give the general form of a test statistic.


Explain the difference between the P-value approach to significance testing and the statistical significance approach.
Vocabulary:  

Hypothesis – a statement or claim regarding a characteristic of one or more populations
Hypothesis Testing – procedure, base on sample evidence and probability, used to test hypotheses
Null Hypothesis – H0, is a statement to be tested; assumed to be true until evidence indicates otherwise
Alternative Hypothesis – H1, is a claim to be tested.(what we will test to see if evidence supports the possibility)
Level of Significance – probability of making a Type I error, α 
Key Concepts:  
Hypotheses:  Null H0 & Alternative Ha
[image: image1.jpg]Null and Alternative Hypotheses

The statement being tested in a significance test is called the null hypothesis.
The significance test is designed to assess the strength of the evidence
against the null hypothesis. Usually the null hypothe: statement of “no
effect,” “no difference,” or no change from historical values.

The claim about the population that we are trying to find evidence for is the
alternative hypothesis.





· Think of the null hypothesis as the status quo
· Think of the alternative hypothesis as something has changed or is different than expected
· We cannot prove the null hypothesis!  We only can find enough evidence to reject the null hypothesis or not.
· Our hypotheses will only involve population parameters (we know the sample statistics!)
· The alternative hypothesis can be 
· one-sided:   μ > 0 or μ < 0 (which allows a statistician to detect movement in a specific direction)
· two-sided:   μ ( 0 (things have changed)
· Read the problem statement carefully to decide which is appropriate 
· The null hypothesis is usually “=“, but if the alternative is one-sided, the null could be too
Conditions for Significance Tests
· SRS
· check problem statement; can it be assumed if not specifically stated?
· Normality
· Means
· population distribution Normal
· large sample size (n ≥ 30) for CLT to apply 
· Proportions 
· np ≥  10 and n(1-p) ≥ 10
· Independence
· sample less than 10% of population
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Principles that apply to most tests:

•

The test is based on a statistic that compares the value of the 

parameter as stated in H

0

with an estimate of the parameter 

from the sample data

•

Values of the estimate far from the parameter value in the 

direction specified by H

a

give evidence against H

0

•

To assess how far the estimate is from the parameter, 

standardize the estimate.  In many common situations, the 

test statistic has the form:

estimate – hypothesized value

test statistic  =  ------------------------------------------------------------

standard deviation of the estimate (ie SE)


Hypothesis Testing Approaches
· P-Value
· Logic: Assuming H0 is true, if the probability of getting a sample mean as extreme or more extreme than the one obtained is small, then we reject the null hypothesis (accept the alternative).
· Small P-values are evidence against H0 (observed value is unlikely to occur if H0 is true)
· Large P-values fail to give evidence against H0
· Classical (Statistical Significance) 
· Logic:  If the sample mean is too many standard deviations from the mean stated in the null hypothesis, then we reject the null hypothesis (accept the alternative)

· Confidence Intervals
· Logic:  If the sample mean lies in the confidence interval about the status quo, then we fail to reject the null hypothesis

Example 1:  A manufacturer claims that there are at least two scoops of cranberries in each box of cereal
   Parameter to be tested:
   Test Type:  
   H0:
   Ha:
Example 2:  A manufacturer claims that there are exactly 500 mg of a medication in each tablet

   Parameter to be tested:
   Test Type:  
   H0:
   Ha:
Example 3:  A pollster claims that there are at most 56% of all Americans are in favor of an issue
   Parameter to be tested:
   Test Type:  
   H0:
   Ha:
Example 4:  Several cities have begun to monitor paramedic response times.  In one such city, the mean response time to all accidents involving life-threatening injuries last year was μ=6.7 minutes with σ=2 minutes.  The city manager shares this info with the emergency personnel and encourages them to “do better” next year.  At the end of the following year, the city manager selects a SRS of 400 calls involving life-threatening injuries and examines response times.  For this sample the mean response time was x-bar = 6.48 minutes.  Do these data provide good evidence that the response times have decreased since last year?

List hypotheses and conditions check 
H0:  
Ha:
Conditions Check:
1)
2)
3)
What is the P-value associated with the data in example 4?
What if the sample mean was 6.61? 
Example 5:  For each α and observed significance level (p-value) pair, indicate whether the null hypothesis would be rejected.
 
a) α  = . 05,   p  = .10
b) α  =  .10,  p  =  .05
c) α  =  .01 ,  p  =  .001
d) α  =  .025 ,  p  =  .05
e) α  =  .10,  p  =  .45
Homework:

· 11.3, 11.6 – 11.8, 11.12 – 11.14, 11.19
Section 11.2:  Carrying Out Significance Tests
Knowledge Objectives:  Students will:


Identify and explain the four steps involved in formal hypothesis testing.
Construction Objectives:  Students will be able to:


Using the Inference Toolbox, conduct a z test for a population mean.


Explain the relationship between a level α two-sided significance test for µ and a level 1 – α confidence interval for µ .


Conduct a two-sided significance test for µ using a confidence interval.
Vocabulary:  

Census – 
Key Concepts:

Inference Toolbox:

· Step 1:  Hypothesis
· Identify population of interest and parameter 
· State H0 and Ha
· Step 2:  Conditions
· Check appropriate conditions
· Step 3:  Calculations
· State test or test statistic
· Use calculator to calculate test statistic and p-value
· Step 4:  Interpretation
· Interpret the p-value (fail-to-reject or reject)
· Don’t forget 3 C’s:  conclusion, connection and context 
Three Methods for Significance Testing

· Classical
· Logic:  If the sample mean is too many standard deviations from the mean stated in the null hypothesis, then we reject the null hypothesis (accept the alternative)
· P-Value
· Logic: Assuming H0 is true, if the probability of getting a sample mean as extreme or more extreme than the one obtained is small, then we reject the null hypothesis (accept the alternative).
· Confidence Intervals
· Logic:  If the sample mean lies in the confidence interval about the status quo, then we fail to reject the null hypothesis
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Example 1:  Assume that cell phone bills are normally distributed.  A simple random sample of 12 cell phone bills finds x-bar = $65.014.   The mean in 2004 was $50.64.  Assume σ = $18.49.  Test if the average bill is different today at the α = 0.05 level.  Use each approach. 
· Step 1:  Hypothesis
H0:
Ha:
· Step 2:  Conditions
SRS:
Normality:
Independence:

Classical:

· Step 3:  Calculations

Test Statistic:



P-Value:

· Step 3:  Calculations

Test Statistic:



Confidence Intervals:

· Step 3:  Calculations

Test Statistic:



· Step 4:  Interpretation
Example 2:  Medical director for a large company is concerned about the effects of stress on their younger executives.  According to NCHS, the mean systolic blood pressure for males 35 to 44 is 128, and the standard deviation is 15.  The medical director examines the medical records of 72 male executives in this age group and finds that their mean systolic blood pressure is 129.93.  Is this evidence that the mean blood pressure for all the company’s younger male executives is different from the national average?  (Assume that the population standard deviation is known – and the same as the executives)
Hypothesis:
    H0:
    Ha:
Conditions:
    1:
    2:
    3:
Calculations:
Interpretation:
Example 3: Medical director for a large company institutes a health promotion campaign to encourage employees to exercise more and eat a healthier diet.  One measure of the effectiveness of such a program is a drop in blood pressure.  The director chooses a random sample of 50 employees and compares their blood pressures from physical exams given before the campaign and again a year later.  The mean change in systolic blood pressure for these n=50 employees is -6.  We take the population standard deviation to be σ=20.  The director decides to use an α=0.05 significance level. 
Hypothesis:
    H0:
    Ha:
Conditions:
    1:
    2:
    3:
Calculations:
Interpretation:
Example 4: The Deely lab analyzes specimens of a drug to determine the concentration of the active ingredient.  The results are not precise and repeated measurements follow a Normal distribution quite closely.  The analysis procedure has no bias, so the mean of the population of all measurements is the true concentration of the specimen.  The standard deviation of this distribution was found to be σ=0.0068 grams per liter.
A client sends a specimen for which the concentration of active ingredients is supposed to be 0.86%.  Deely’s three analyses give concentrations of 0.8403, 0.8363, and 0.8447.  Is their significant evidence at the 1% level that the concentration is not 0.86%?  Use a confidence interval approach as well as z-test.
Hypothesis:
    H0:
    Ha:
Conditions:
    1:
    2:
    3:
Calculations:
Interpretation:
Homework:  pg 713 ; 11.35 - 40

Section 11.3:  Use and Abuse of Tests
Knowledge Objectives:  Students will:


Distinguish between statistical significance and practical importance.


Identify the advantages and disadvantages of using P-values rather than a fixed level of significance.
Construction Objectives:  Students will be able to:

Vocabulary:  

Census – 

Key Concepts:

Choosing a Significance Level

· How plausible is H0?
· strong evidence needed for long held beliefs
· What are the consequences of rejecting H0?
· strong evidence needed for costly changes
· P-values make it clear how close the decision is
· There is no sharp border between “statistically significant” and “statistically insignificant” 
Should we do a Significance Test?

· Statistical significance  versus practical importance
· Understand that the use of probability in statistical inference is based on the assumptions (conditions)
· Look carefully at the actual data (especially any graphical analysis)
· Be careful of multiple analyses:  Remember that a significance level of ( = 0.05 means that you will get a significant finding one time out of 20 due to chance variation. 
· Design a study so that it has a high probability of finding a real effect
· Design a study in such a way that the statistics used to analyze the study are meaningful (i.e., no GIGO)
· Be sure all the data is represented in the analysis (no convenient dropouts)
· Consider that treatments might affect the outcome and not be statistically significant and some might not affect the outcome and yet be statistically significant 
Remember our 3 conditions:
· SRS – simple random samples
· not all of our sampling techniques fit this
· Normality
· samples too small for Central Limit Theorem to apply
· samples with outliers or extremely skewed distributions
· Independence
· hard to get large samples from small populations 
Hawthorne effect – knowledge of a study increases short-term productivity (watching effects the watched) 
Example 1:  Your company has developed a new antibacterial cream.  From previous research you know that with no medication, a small cut on the inner forearm will heal on average in 7.6 days with a standard deviation of 1.4 days.  You want to test this new cream at the 5% significance level.  We cut 25 volunteer college students and apply the cream to the wounds.  The mean healing time for them was 7.1 days.  We will assume that σ = 1.4 days.
Hypothesis:
    H0:
    Ha:
Conditions:
    1:
    2:
    3:
Calculations:
Interpretation:
Homework:  pg 722 11.44 - 48
Section 11.4:  Using Inference to Make Decisions

Knowledge Objectives:  Students will:


Define what is meant by a Type I error.

Define what is meant by a Type II error.


Define what is meant by the power of a test.


Identify the relationship between the power of a test and a Type II error.


List four ways to increase the power of a test.
Construction Objectives:  Students will be able to:


Describe, given a real situation, what constitutes a Type I error 
and what the consequences of such an error would be.


Describe, given a real situation, what constitutes a Type II error 
and what the consequences of such an error would be.


Describe the relationship between significance level and a Type I error.


Explain why a large value for the power of a test is desirable.
Vocabulary:  

Power of the test – value of 1 – β
Power curve – a graph that shows the power of the test against values of the population mean that make the null hypothesis false. 
Level of Significance – probability of making a Type I error, α 
Key Concepts:
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Hypothesis Testing – Four Outcomes


· We reject the null hypothesis when the alternative hypothesis is true (Correct Decision)
· We do not reject the null hypothesis when the null hypothesis is true (Correct Decision)
· We reject the null hypothesis when the null hypothesis is true (Incorrect Decision – Type I error)
· We do not reject the null hypothesis when the alternative hypothesis is true (Incorrect Decision – Type II error)
Example 1:  You have created a new manufacturing method for producing widgets, which you claim will reduce the time necessary for assembling the parts. Currently it takes 75 seconds to produce a widget. The retooling of the plant for this change is very expensive and will involve a lot of downtime. 
   H0:  

   Ha:  
Type I Error:
Type II Error:
Example 2:  A potato chip producer wants to test the hypothesis
   H0:  p = 0.08 proportion of potatoes with blemishes
   Ha:  p < 0.08
Let’s examine the two types of errors that the producer could make and the consequences of each
Type I Error:
Type II Error:
Example 2:  City Emergency response times to serious accidents
   H0:  μ = 6.7 minutes 
   Ha:  μ < 6.7 minutes
Let’s examine the two types of errors that the city manager could make and the consequences of each
Type I Error:
Type II Error:
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· As the critical value of x-bar moves right α increases and β decreases
· As the critical value of x-bar moves left α decreases and β increases 
· Significance level is the same thing as the probability of a Type I error
· Based on the diagram from the previous slide we can see the inverse relationship between α and β 
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Increasing the Power of a Test
· Increase α.
· Testing at a higher significance level increase the chance of rejecting the alternative
· Consider a particular alternative that is farther away from μ0
· Values of μ (in Ha) closer to u0 are harder to detect
· Increase the sample size.
· More data provides more information about x-bar – better chance of distinguishing values of μ 
· Decrease σ.
· Improving the measurement process
· Restricting attention to a subpopulation 
Homework:   pg 727 – 735; 11.50, 51, 59-61

Chapter 11:  Review
Objectives:  Students will be able to:  


Summarize the chapter

Define the vocabulary used


Know and be able to discuss all sectional knowledge objectives


Complete all sectional construction objectives


Successfully answer any of the review exercises

Vocabulary:  None new
TI-83 Calculator Help:

     Z-test

· For classical or p-value approaches
· Press STAT
· Tab over to TESTS
· Select Z-Test and ENTER
· Highlight Stats
· Entry μ0, σ, x-bar, and n from summary stats
· Highlight test type (two-sided, left, or right)
· Highlight Calculate and ENTER
· Read z-critical and/or p-value off screen
     Z-Confidence Interval

· Press STAT
· Tab over to TESTS
· Select Z-Interval and ENTER
· Highlight Stats
· Entry σ, x-bar, and n from summary stats
· Entry your confidence level (1- α) 
· Highlight Calculate and ENTER
· Read confidence interval off of screen
· If μ0 is in the interval, then FTR
· If μ0 is outside the interval, then REJ 
Homework:  pg 738 – 9; 11.65 – 74












Test Statistics

Principles that apply to most tests:



The test is based on a statistic that compares the value of the parameter as stated in H0 with an estimate of the parameter from the sample data

Values of the estimate far from the parameter value in the direction specified by Ha give evidence against H0

To assess how far the estimate is from the parameter, standardize the estimate.  In many common situations, the test statistic has the form:


                                     estimate – hypothesized value
test statistic  =  ------------------------------------------------------------
                            standard deviation of the estimate (ie SE)
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Graphical View of Error Types

As the critical value of x-bar moves right α increases
					        and β decreases

As the critical value of x-bar moves left α decreases 
					     and β increases



Area to the left of critical value under the right most curve is the Type I error

Area to the right of critical value under the left most curve is the Type II error
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Power and Type II Error

Probability of a Type II error is β

Power of the test is 1 – β

P-value describes what would happen supposing the null hypothesis is true

Power describes what would happen supposing that a particular alternative is true
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						Population Truth		

						H0 is True		Ha is True

		Decision based on sample		Reject H0		Type I 
Error		Correct
Conclusion

				Do Not Reject H0		Correct
Conclusion		Type II Error



H0: the defendant is innocent

H1: the defendant is guilty



Type I Error: convict an innocent person           α = P(T1E)

Type II Error: let a guilty person go free             β = P(T2E) 



Note: a defendant is never declared innocent; just not guilty

decrease α  increase β

increase α  decrease β

Hypothesis Testing – Four Outcomes
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Three Ways – Ho versus Ha

1.	Equal versus less than (left-tailed test)

	H0: the parameter = some value (or more)

	H1: the parameter < some value



2.  Equal hypothesis versus not equal hypothesis (two-tailed test)

	H0: the parameter = some value

	H1: the parameter ≠ some value



3.  Equal versus greater than (right-tailed test)

	H0: the parameter = some value (or less)

	H1: the parameter > some value
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